Effects of valence and causal direction in the emotion inferences processing during reading: Evidence from a lexical decision task
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Abstract: In two experiments we investigated the role that activation of emotional inferences when readers represent fictional characters’ emotional states using an affective lexical decision task. Subjects read short stories that described concrete actions. In the first experiment, we analyzed whether the valence (positive or negative) was an important factor of inference’s activation. The results showed that valence was determinant factor in the moment that emotional inference was generated, being the positive valence faster than negative. In the second experiment we studied whether the emotion inference activation was influenced by the causal direction of the story, where the causal direction of the text was manipulated in order to induce towards an emotional inference predictive (the reader looking for a consequence that promote a particular emotion) or inducing an explanatory inference (reader looking for a cause that “explain” a particular emotion). The results suggest that emotional inferences are made online, and that valence and causal directions are two decisive components of emotional trait, but only positive valence increase their processing.
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INTRODUCCIÓN

The generation of inferences is a mental activity as complex as necessary for the comprehension processes of the daily life. This mental activity is considered to be fundamental due to the high adaptive value that inferences possess to predict behaviors, to understand the reality. Thanks to the inferences we can reveal the implicit of the language, making it explicit, or to read between the lines (León, 2003). We might affirm that any information that is obtained from our experience and is not explicit in the text, can be considered to be an inference (McKoon and Ratcliff, 1992).

Regarding the discourse comprehension, the inferences are identified by mental representations that the reader constructs when he tries to understand the message, substituting, adding or integrating information explicit in the text. This idea is supported by the existence of a linguistic process called top-down (see Kintsch, 2005; Garton and Pratt, 2004). According to this model of linguistic processing, the comprehension begins extracting information from the more global aspects of the text, such as the title or the basic idea of the paragraph (Lorch, Lemarié and Chen, 2013), to other specifics (smaller linguistic units like clauses and words) and all this orientated from the previous knowledge of the reader, that is, is our previous experience the one that "guides" our process of comprehension (Cevasco and van den Broek, 2013). Some authors indicate that the top-down processing develops from very early age (Angosto, Sánchez, Álvarez and León, 2013; Kendoue, van den Broek, White and Lynch, 2007).

During the last decades, there has been an increasing interest on the study of a type of inferences, the emotional inferences, which are the inferences that the readers construct about the emotions of the characters of the history, covering an important area of research on text comprehension (e.g., Gernsbacher, Goldsmith and Robertson, 1992; de Vega, León and Díaz, 1996; Dávalos and León, 2013). Along a history, the characters are involved in different situations that lead them to demonstrating a map of emotions, in some occasions revealed of explicit form (e.g., Manuel felt deep sadness on having found out that his father had died), and in others, of implicit form (e.g., Manuel felt a knot in the throat on having found out that his father had died). In this case, the emotions are deduced across the reading of the context that involves the character, playing a very important role in the coherence of the text (Miall, 1989). From this point of view, it is assumed that emotional inferences take part in the mental representation of the text, as a guide that orientates...
the comprehension of the text, helping to support a global coherence (Graesser, Singer and Trabasso, 1994).

Research on comprehension suggests that readers are able to construct mental representations on specific dimensions, such as space, causality or temporality (see León, 2003, for a review) or also on specific domains like clinical psychology (León and Pérez, 2001). Nevertheless, we find very few studies that investigate on how the emotional inferences are generated and under what components are activated. Up to the moment, the studies centred on this topic indicate that the readers can infer the emotional conditions of the protagonists while they read, and that the activation of these inferences can be generated in an automatic way, that is, during the same process of reading (on-line) (Gernsbacher, Goldsmith and Roberston, 1992; Gernsbacher and Robertson, 1992). But, on the other hand, there is no agreement about what basic components produce them. Whereas some authors assume that the emotional inferences possess a major degree of specificity than other inferences more dependent on the syntactic clauses like the anaphoras (e.g., Gernsbacher, Goldsmith and Roberston, 1992; Gernsbacher and Robertson, 1992; Gernsbacher, Hallada and Roberston, 1998) for others, this specificity does not exist, finding more general factors (as the valence) that really influence the level of activation (e.g., Gygax, Oakhill and Garnham, 2003; Gygax, Garnham and Oakhill, 2004; Gygax, Tapiero and Carruzzo, 2007). In this regard, some results show that the valence (positive or negative) influences the activation of an emotional inference (Gygax et al., 2003, 2004 and 2007). These authors have detected systematically an asymmetric effect in the activation of the emotional inferences depending on their valence, being positive inference processes faster than the negatives. These results suggest that the negative emotions, having been negative social stimuli, in many cases, by interpersonal problems, need of a major observation or analysis to be identified and to give a suitable response (Taylor, 1991) or also that the negative thing produces longer, more consistent thoughts, more multifaceted or of more lasting effect (Baumeister, Bratslavsky, Finkenauer and Vohs, 2001).

There exists some evidence of the effect of the valence in another type of tasks like, for example, emotional Stroop. Different authors have shown that participants invest more time in naming the color of the ink for the negative stimuli than for the positives (e.g., Keil and Ihssen, 2004; Keil, Ihssen and Heim, 2006; Pratto and John, 1991). These results suggest that the subjects use more time in processing the negative thing because they look of more detailed form for the meaning of these stimuli. Another task commonly used is recall, where a person is asked to remember some personal positive and/or negative experience. In this case, the negative recall are in the habit of being described by major detail that the positives, owed probably to that the positive recalls are in the habit of being simpler and they tend to be more mixed thoughts (Aguado, 2005). These results suggest that the emotion with negative valence is processed more meticulously when it is being codified and, probably due to this, it is retained in a more complex and elaborated form in the memory (Robinson-Riegler and Winton, 1996), being able to indicate a major conscious processing (Ohira, Winton and Oyama, 1997).

Another component that is assumed to be essential for the inferential processing is the causal structure. Research on discourse comprehension distinguishes between two types of causal inferences: the explanatory inferences (also named causal antecedents) and the predictive inferences (also named causal consequence inferences). Both types of inferences have been widely studied (e.g., Coté, Goldman and Saul, 1998; Escudero and León, 2007; Fincher-Kiefer, 1996; Graesser and Bertus, 1998; León and Pérez, 2001; Millis and Graesser, 1994; Singer 1994; Singer and León, 2007; Trabasso and Magliano, 1996). In a general way, it can be considered that the explanatory inferences are those that are generated when the reader connects a sentence with his previous knowledge (Millis and Graesser, 1994; Magliano et al., 1993), when he explains why the actions or emotions happen (Graesser et al., 1994). The predictive inferences express predictions, results or possible consequences about what will come later (Millis and Graesser, 1994; Magliano et al., 1993). Let us consider the following sentences as an example: Carlos prepared a leg of lamb to roast it to the oven, he introduced it in the oven and putted it to 200 degrees. Two hours later, he had remained slept in the sofa seeing a football match. When the reader reads the last sentence, he can predict that the roast is going to be burned, generating a predictive inference, a supposition that something can happen in the immediate future. Otherwise, the reader also can generate another inference in case he needs to provide with coherence or explanation of an incomplete information. Let’s suppose, for example, that the last sentence of the previous example is Two hours later, Carlos detected a strong smell to burned coming from the kitchen. In this case, the reader can infer that the roast has burned. This supposition constitutes an explanatory inference, which object is to look for a reason or explanation of the appearance of the strong smell to burn.

These causal inferences have been widely studied. The comparison between them (explanatory vs. predictive) suggests that the explanatory inferences are generated before than the predictive ones (e.g., Graesser, Haberlandt and Koziumi, 1987; Potts et al., 1988; Singer and Ferreira, 1983). One of the reasons argued is related to the own nature of the inferential process, strongly determined by the search of a global coherence of reading. Thus, while it is assumed that the explanatory inferences "repair" the coherence absence of reading as one of their more typical properties, the same thing does not happen with the predictive inferences (e.g., Black and Bower, 1980; Graesser, 1981; Graesser and Clark, 1985; León, 2009; León and Peñañalba, 2002, Singer et al., 1992; van den Broek, 1990a, 1990b).

These causal inferences can be analyzed also from the emotional inferences. The causal structure of a history also turns out to be essential to understand the emotions of the
protagonists (Komeda and Kusumi, 2006; Liu, Karasawa and Weiner, 1992). The emotional inferences can explain or predict the possible reactions of the characters. This explanation or anticipation helps to establish a logical and coherent mental representation of the story and helps to support the on-line comprehension process. For this representation, the reader needs to connect not only the causal elements and motivations of a character, but also, the non-verbal and emotional implicit elements involved. Thus, the reader constructs previously an emotional state and can produce one or more probable consequences. In this sense, the emotions offer a pre-structure of the global meaning of the text (Miall, 1989). Thanks to this, it is possible to analyze the activation of an emotional inference attending to its causal directionality, distinguishing between causal explanatory inference, which establishes the reason or why there arises certain emotion (e.g., Manuel felt deep sadness... (because) ... he found out that his father had died) and causal predictive inference, which anticipates the possible consequences or emotion (e.g., Manuel on having found out that his father had died ... (as consequence) ... felt deep sadness).

**Objectives of this study**

In this study, both components of the emotions are analyzed: the effect of the valence in the activation of the emotional inference (analyzed in the experiment 1) and the effect of the causal direction (experiment 2). With regard to the first experiment, we intended to determine if the emotional inference is realized in an automatic way (on-line), below the 750 ms., using a lexical decision task. In this experiment we tried to analyze, in addition, if the effect of the valence (positive, negative) facilitates the generation of the emotional inference. Hereby, we wanted to confirm the hypothesis of which the emotional inferences with positive valence are activated before the negative valence, as some authors indicate (Gygax, Garnham and Oakhill, 2004; Gygax, Oakhill and Garnham, 2003; Gygax, Tapiero and Carruzzo, 2007). In this direction, we expect to find that the reaction times of the emotional inferences (related target) with positive valence are significantly faster than the related target with negative valence.

The second aim of this study was to determine if the causal direction (cause-emotion vs. emotion-cause) influences equally the generation of the emotional inference, using the same lexical decision task (experiment 2). To do it, we modified the causal direction of the histories. Few histories induced the reader to generate explanatory inferences (to establish why), whereas others induced them to generate predictive inferences (to anticipate the emotion of the character). Because in previous studies the antecedent causal inference was faster than its consequence (Singer and León, 2007), our hypothesis is that the cause of the inference that explains the emotional reaction (explanatory inference) will be activated before that the search of the anticipation of the character (emotional predictive inference).

**Experiment 1**

Authors like Miall (1989) propose that the emotions possess diverse important functions in a history. One of them stands out the fact that an emotion is auto-referential, this is, the reader "identifies" with the experiences and motivations of the characters, and thanks to it the reader can access to his own information and uses it to share the goals and the feelings of the character. This implies that the interpretation of the text is wide and varied, since the reader influences and gives sense to the elements of the text from his previous experiences, which take it to empathy - or not - with the character (Komeda, Kawasaki, Tsunemi and Kusumi, 2009; Komeda and Kusumi, 2006) and therefore, not only codify the intentions of the characters, but also his own preferences on the topic (Rapp and Gerring, 2002). The emotions also possess a second function, that is, allowing to establish a categorization of the elements of the text. The sentences or phrases that have been evaluated initially in terms of importance by their meaning (e.g., specifying the scenes of the history) can be re-evaluated or re-categorized with new information (e.g., the relations between the characters). The emotional valence is really important in this re-evaluation. With these assumptions, in this first experiment we tried to analyze, on the one hand, if the emotional inferences were activated automatically (on-line) and, for other one, if the effect of the valence (positive, negative) was influencing the facilitation of the emotional inference during the comprehension, using a lexical decision task. In case the valence (positive or negative) was not facilitating the activation of the inference or was not generated in an automatic way (on-line) through a lexical decision task, then: a) the global reaction times will be higher than 750 ms. (McKoon and Ratcliff, 1992). On the other hand, if the prediction of which the activation of a positive emotion was not generating faster than the negative one, will not appear significant differences in the reactions times between the target of positive valence and the negative one. For this study we used a lexical decision task with a 500 ms. SOA and three types of target (Related, Non-related and Non-word). The incorporation of Non-word becomes necessary to test the lexical decision task.

**Method**

**Participants**

Seventy-four students of the Faculty of Psychology of the Universidad Autónoma of Madrid took part voluntarily in this study.

**Materiales y estímulos**

For this experiment we used a total of 88 texts: 68 experimental (28 positives and 40 negatives) and 20 neutral texts. In addition, we used two practice texts (see Table 1). The
neutral histories were not inviting the generation of any emotional inference. These histories were describing some daily situation, and they were not followed by a target or comprehension question.

The following text began immediately after the answer (20 minutes approximately).

### Design

The initial data was filtered under two criteria: a) we eliminated data when comprehension responses error rate was higher than 25 %, and b), we eliminated reaction times data with a 2.5 standard deviation above or below the average (0.09 % with positive valence and .86 % with negative valence). An ANOVA was realized to confirm the results of the lexical decision task (word vs. non-word). Considering that the length of the target between with positive valence (28 texts) and negative valence (40 texts) showed a significant difference (t (2,964) = 3.16; p <.01), we did an ANCOVA 2 (target: related vs. non-related) x 2 (valence: positive vs. negative). The covariable is the word length and the dependent variable is the reaction times.

### Results and discussion

The reaction times for the word were significantly lower to the non-word (F (1,4564) = 194.82; MSE= 113224.9; p <.05), that confirms the correct functioning of the lexical decision task. About the second analysis (ANCOVA 2x2), we observe that the emotional inference (related target) showed significantly lower reaction times comparing the non-related target (F (1,1526) = 290.51; MSE = 68523.9; p <.05). In addition, results shows that the positive valence is activated significantly faster than the negative one (F (1,1526) = 9.43; MSE = 68523.9; p <.05). With these results we can suggest that emotional inferences with positive as negative valence are activated on-line (see Figure 1). Nevertheless, there is a clear difference of the positive valence (p.e., Baumeister, Bratslavsky, Finkenauer and Vohs, 2001).

We founded similar results regarding the context of the history (positive or negative emotional context). When we compare the related target (inference) in a positive (happy) condition with other non-related (lover) and, in the same way, the related target (inference) in a negative (sad) condition with other non-related (thanks), the activation pattern is the same. The non-related word is activated significantly faster in a positive emotional context than in a negative emotional context (see Figure 1). This shows the strong effect of the valence, which not only can affect the emotional target, but also to the context (positive or negative).

These results support the idea that the valence constitutes a basic component of emotion and, in addition, that the activation of the emotional inference activation is automatic (on-line), below 750 ms. Furthermore, these results show that the emotional inference with positive valence is activated significantly faster that the emotional inference with negative valence, confirming the results obtained by other authors (Gygax, Garnham and Oakhill, 2004; Gygax, Oakhill and Garnham, 2003; Gygax, Tapiero and Carruzzo, 2007).
Experiment 2

The second aim of this study was to determine if the causal direction (reason-emotion vs. emotion-reason) influences equally the generation of the emotional inference, using also a lexical decision task. As we know, the emotions have an important explanatory and predictive function. Thanks to the emotional inferences, readers can predict the possible reactions of the characters or explain why things happen. This helps to establish a coherent mental representation and to construct the global meaning of the text. Thus, we can assume that the causal structure (cause-effect) is essential to understand the emotional state of the character.

In our case we wanted to analyze how the causal structure of the history was influencing the generation of the emotional inference. We modified the causal direction of the histories; while one condition was inducing the reader to generate an explanatory emotional inference (to establish why), the other one was inciting the reader to generate a predictive emotional inference (to anticipate the emotion of the protagonist). Provided that in previous studies the causal explanatory inference is faster than the predictive one (e.g., Graesser, Haberlandt and Koizumi, 1987; Potts et al., 1988), our hypothesis is that the reason of the inference that explains the emotional reaction (causal explanatory inference) will be activated before that the search of the anticipation of the protagonist (causal predictive inference). In this experiment we maintained the valence of the emotion, like in the experiment 1, to evaluate if the positive valence exercises also here some influence on the activation of the inference.

Method

Participants

Sixty-five Psychology students from the Universidad Autónoma of Madrid took part voluntarily in this study.

Materials

A total of 156 texts were used: 68 explanatory causal texts (40 negative valences and 28 positive valences), 68 predictive causal texts (40 negative valences and 28 positive valences) and 20 neutral texts. In this experiment, the inference had the role of being both causal explanatory and predictive, also keeping the valencia (positive or negative) as in the previous study. Each text contained a unique emotional situation (see table 2).

Table 2. Example of texts used in experiment 2

<table>
<thead>
<tr>
<th>Causal Inference EXPLICATIVE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cándido has a faithful dog who accompany him. Today in the morning, he went to the garden. He discovers that his dog is…</td>
</tr>
<tr>
<td>Conditions: Related: DEAD Non-Related: FRIENDS Non-Word: IMAGAS</td>
</tr>
<tr>
<td>Question: ¿Did Cándido have a cat?</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Causal Inference PREDICTIVE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cándido has a faithful dog who accompany him. Today in the morning, he went to the garden. He discovered that his dog was dead. (FRASE CRÍTICA) Cándido feels…</td>
</tr>
<tr>
<td>Conditions: Related: SAD Non-Related: FRIENDS Non-Word: IMAGAS</td>
</tr>
<tr>
<td>Question: ¿Did Cándido have a cat?</td>
</tr>
</tbody>
</table>

Design

Data was filtered like in the previous experiment. In this case, .38 % of actions and emotions with positive valence, and .82 % of actions and emotions with negative valence were eliminated. Again, an ANOVA was realized to confirm the results of the lexical decision. Provided that the differences were kept in the length of the target in the 28 positive texts and 40 negatives (t (2,959) = 2.96; p <.01), we runned two ANCOVAs: a) ANCOVA 2 (target: related vs. non-related) x 2 (direction: explanatory vs. predictive) and b) ANCOVA 2 (target: related vs. non-related) x 2 (direction: explanatory vs. predictive) x 2 (valence: positive vs. negative).

Results y discussion

The reaction times in the word condition were significantly lower than in the non-word condition (F (1,2624) = 193.52; M3F: = 113232.8; p <.05). Once again, we con-
firmed the good functioning of the lexical decision task. The results of the ANCOVA 2x2 showed, first, that the reaction times of the related target were significantly lower than the non-related \((F (1,2618) = 293.29; \text{MSE} = 73708.4; p <.05)\). Thus, we can affirm that the emotional inferences are generated automatically. Secondly, we didn’t find statistically significant differences in relation to the factor of directionality of the history \((F (1,2618) = .75; \text{MSE} = 73708.4; p = .38)\), in spite of average of reaction times of predictive inferences (cause - emotion) are lower than the explanatory inferences (emotion - cause).

In addition, we didn’t find significant differences in the non-related words. Nevertheless, there exists a significant interaction between the target and the causal direction \((F (1,2618) = 15.4; \text{MSE} = 73708.4; p <.05)\). This effect of interaction is due to the inverse trend of both variables analyzed. On the one hand, in the related target condition, the predictive causal inference is slightly faster than the explanatory causal inference. On the other hand, this trend is inversed when we introduce the non-related target condition. This interaction can be interpreted as a major awareness and dependence of the activation of the emotion with regard to the context that involves it. In this regards, a coherent context increases its activation, whereas an incoherent context delays in excess its activation. This effect of the context has less importance when we are analyzing the search of the cause that produces the emotion (explanatory). Another possible explanation of the interaction comes from the search of the reason that explains it. In a non-related context, it is activated faster, presumably because it can be discriminated before being out of coherence (see Figure 2).
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Figure 2. Significant interaction between target (Related vs. Non-related) and causal direction (EXPLICATIVE causal inference vs. PREDICTIVE causal inference).

Finally, the ANCOVA 2x2x2 shows that the average reaction times between the related target were significantly lower than the non-related \((F (1,2614) = 293.08; \text{MSE} = 73408.5; p <.05)\). As for the causal direction of the history, once again, we didn’t find statistically significant differences between both \((F (1,2614) = 12.12; \text{MSE} = 73408.5; p = .30)\). Nevertheless, when we incorporate the valence factor in the ANCOVA, results show a different pattern of activation. In this case, we can observe that both in the predictive inference and in the explanatory, the positive valence is generated faster than the negative one \((F (1,2614) = 5.64; \text{MSE} = 73408.5; p <.05)\).

When we analyze data according to direction, in the emotional inference the positive valence is activated significantly faster than the negative in both targets (related and non-related), confirming the results obtained in the experiment 1. Even, the effect of the valence is so forceful that again it influences the context that frames to the predictive inference (see Figure 3, graph corresponding to the predictive inference). Even, the effect of the valence is so forceful that again, it influences the context that frames to the predictive inference (see Figure 3, second graph corresponding to the predictive inference). On the other hand, as we can observe in the graph corresponding to the explanatory inference, data with negative valence, especially in the non-related target, present a longer slope, principally when the negative context pairs off with the search of the emotion (predictive inference) and not with the cause or reason (explanatory inference). Once again, the valence not only influences the emotional target, but also the facilitator context of the activation. As for the direction that induces to an explanatory causal inference (search of the reasons that unleash the emotion), the positive valence is generated significantly faster than the inference with negative valence when the target is related to the history. Nevertheless, in the non-related target, this activation pattern is different: the negative valence tends to be generated faster than the positive valence. We find a triple interaction effect between the valence, target and direction \((F (1,2614) = 5.74; \text{MSE} = 73408.5; p <.05)\). This interaction effect can be observed by the inverse trend in the non-related target condition in the negative valence and in case of the explanatory inference. In other words, the reader rejects faster the reason when a non-related target appears when the emotion is of negative valence than when it is positive, being this difference statistically significant \((p <.05)\). This is the only case in which the processing of a context with negative valence is realized significantly faster than the positive.

Based on these results it can suggest that when the reader comes to understand short emotional stories, so quick and important is to search for the explanation of the why certain events and actions occur, as when the reader infers the emotional reaction of a character of the story as a result of a fact or event that produces it. Since we did not find significant differences between emotional inference predictive and explanatory causal inference, are not confirmed previous studies. For example, Singer and León (2007) suggest that the explanatory causal inference is faster (and online) to the predictive causal inference (off-line) to expository and narrative contexts not emotional. These results can be explained by the degree of context’s constriction. Predictive inference is located within a very restricted and closed,
context where fit very few possible emotions. Before reading, say, of the critical phrase... *The dog was dead, he felt... (sur-
ry)*, emotional inference prediction is very constrained, which facilitates its processing, which was not the case in previous studies, where the forecast was more open (Singer and León, 2007).
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Figure 3. Reaction times in function of target (related vs. non-related) and valence (positive vs. negative) related to causal direction: explanatory causal inference (graph to the left) and causal predictive inference (graph to the right).

Nevertheless, in case of the explanatory causal inference, the context is not so constrained. This is the case .... *He felt sad because his dog was ...*, different possibilities can justify Cándido’s sadness (e.g., he is sad because the dog was dead, it was sick or had escaped), all of them coherent and suitable with sadness). This trend is observed better in the positive thing than in the negative thing and in the not related condition. This trend can be observed better in the positive condition than in the negative and non-related condition. When the target is non-related, the cause needs less decision time, as we can observe in the triple interaction effect. It is probable that the causal executes of the same form because it forms a part of the base of the comprehension and of the coherence, and is not so submitted to the context. However, the emotion can depend more of the context and of the congruity with the target.

General Discussion

The aim of this study was, on the one hand, to analyze the emotional valence (positive or negative) in the moment in which the emotional inferences are realized (analyzed in experiment 1). For other one, the causal direction was manipulated, given when a circumstance induces to generate or predict an emotion (predictive inference) or when an emotion is induced to the search of a reason (explanatory inference). This objective was of the experiment 2.

In relation with the moment of activation of the emotional inference in experiment 1, we can suggest that the emotional inferences are automatic (*on-line*), as previous studies suggest (Gernsbacher et al., 1992; Gernsbacher et al., 1998; Gernsbacher and Robertson, 1992; Gygax et al., 2003, 2004, 2007; de Vega et al., 1996). This activation takes place both with the emotional positive inference and with the negative. This confirmation is done in relation to two criteria: a), the emotional inference taken as related target it is generated faster than the non-related word in both cases; and b), the average reaction time, positives (667 ms.) as well as negatives (710 ms.) is of 629 ms.. These times are below the range established by McKoon and Ratcliff (1992), who suggest that the inferences that are generated regularly during the comprehension only are automatic if they are below 750 ms.

As for the influence of the emotional valence, results show a clear difference about the positive valence; the emotional positive inference generates significantly faster than the negative. In addition, results show that the positive valence affects also to the processing of the history, being faster when the emotional context is positive, and independently of the condition. This observation arises on comparing the related target of a positive condition (e.g., *happy*) with other one non-related (e.g., *garden*) or related to a negative condition (e.g., *sad*) with its non-related one (e.g., *tank*), showing the same activation pattern in the non-related. Thus, when the context has a positive valence, the response to the target is always faster. This proves the weight of the factor of the valence, which not only affects the emotional target, but also to the context (positive or negative). In this case, we can observe a
strong asymmetric trend of the positive valence, as previous studies show (e.g., Kuchinke et al., 2005).

However, in spite of previous studies confirm this asymmetry effect of the positive valence (Gygax et al., 2003, 2004, 2007), does not exist a unanimous agreement about a possible theoretical explanation on why this effect takes place. The existing information in comprehension research of histories and emotional inferences turns out to be very limited to give a response on why such a asymmetry takes place in the affective valence. Nevertheless, from other fields related like neuropsychology, where there exists a major diversity of studies (visual, verbal, mixed stimuli, histories, etc.), they also suggest that the activation of the valence is asymmetric, being the positive activation faster than the negative (Baumeister et al., 2001). From these other lines of research they offer different proposals to explain this asymmetry.

One of these proposals suggests the existence of different levels of processing (as Baumeister et al., 2001). Baumeister and colleagues assume that the positive or negative not only concerns the efficiency of the cognitive processes, but also to the way in which the information is processed: the negative thing favors a more systematic, complex and detailed processing, which needs major cognitive effort; and on the contrary, the positive thing tends to promote a way of more schematic, superficial and rapid processing (e.g., Aguado, 2005).

A second line of research proposes that the different cerebral areas dedicated to activate and process each of these types of valence (positive and negative information) could be organized in a different way in the memory (the positive one can be better interconnected in the emotional cognitive system that the negative information), facilitating its recovery (e.g., Isen, 1985; Kuchinke, Jacobs, Grubich et al., 2005). Other results provided by Kuchinke et al. (2005), using fMRI (Functional Magnetic Resonance Imaging), reveal a great activation in regions associated with the emotional explicit evaluation and recovery of the emotional memory, as well as the semantic recovery. Hereby, they conclude that the semantic processing (words) of the emotional valence affects both in the behavior and in the functional information of neuroimaging. A third proposal attributes the asymmetry to a hemispherical asymmetry, where the right hemisphere shows superiority with regard to the left hemisphere, both for the recognition of the emotional information and for the regulation of the state of mind and of the emotions (Muddy and Grandson, 2001). In other words, there are systems in the left hemisphere related to the positive emotions, whereas his counterparts in the right hemisphere are relating to negative emotion (e.g., Ehrlichman, 1987).

Finally, and in relation to the causal directionality of the inference (explanatory vs. predictive) results from the second experiment demonstrate that the causality is also a basic component of the emotion and that it is generated very fast in an independent way to its direction (cause - emotion, predictive, as also emotion - cause, explanatory). In other words, the causal direction is equally strong when we look for the emotion or the cause that produces it. It is so important to look for the reasons that explain why an emotion happens, like the anticipation or prediction of the emotional reaction of the character in a given history or situation.
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